Lab 3: Sentence Segmentation and Word Tokenization
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Quick Review

Given a character sequence and a defined document unit, tokenization is the task of chopping it up into pieces, called *tokens*, perhaps at the same time throwing away certain characters, such as punctuation. Here is an example of tokenization:

Input: Friends, Romans, Countrymen, lend me your ears;

Output: ![\framebox{Friends\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEEAAAAbBAMAAAGmy89xAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAAURJREFUKJG9kLFKw1AUhn/DpVzb2JvFyaVDBSfN4NDNq7vE0S0dXUqrTxCwYFAK9Q0yOASnTpJF7CN07NIncDmIaEEw3vRWmyYBC4I/4Zx7fz5Ozn8RKxFiAKqGBzuk+uysBC3Tt/WB8N2JJIavaFLKi+fCQkZSZFLYQOIYKHnX5WAvRIEod6fS9Apc37raAVkPEboN1w7uWEc7kKwMBurXrX1Q0ZycE2eUd4o2zIpHI5g65/wXXi2TxgvjFq+2JmtH5A1mRp9EhQtWBY2tmQESJgTbmC/Kh/ylvT1u173nt8heZY3flQuXfZGs8m+2OrFZSxNTMKnaWZoQcpkwYBhJ0saF9tm9I3F6+UN8+DdwzqWLHiqBe7s1Wu+oGcLiSzMcqO/R920HjMSJIozep7UgoAm3iVpC8HfjSR5i1/pb2n8mvgDx6Lh8DQnvGwAAAABJRU5ErkJggg==) ![\framebox{Romans\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAAbBAMAAAGvIG8LAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAATtJREFUKJFj+A8EHxj4GUCAv+FbCwMUQMRBAEjOcmWHs6EAqOMfw5cvvAzs/Ehi/6EAoQ6iFAYcGBgK/B8wMLB0hbd4vFh/kYE4ADSO6ccKdCGGD2FcnBL1vRcMDrR/YxOBCFlxMCxw+ODwwIGFH2jxB6xmYQr9RwdYhLDoxCLCceICupoGDgyRDSI6Ovv8DZqWnH7Q0AAS6TJ4wMbP4PBB68MHlpMGYDUfLrCCRAKAIgogNRyX+HmK9DMWfHr+5QtXRwFW28kSwfQpP4YaTFOoqeYHA9s3wmqYvjAwdwTARJlmT4QwLFoF4GrqFzJwFDBwT5A/zPFHcS2DEUM8g/whjk/8AgwGcDWMdwX4HRhYPgCJLwz+DHlJ/gwgJmP1/wkIu9i/sz5m4DKAqnnBsh+shkOAbQO1/U4nNQDhgryY1+vJMQAAAABJRU5ErkJggg==) ![\framebox{Countrymen\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGUAAAAbCAMAAAEljYHaAAAAOVBMVEWzs7N9fX2oqKicnJySkpKQkJCIiIiEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAABkgQ6qAAAAAXRSTlMAQObYZgAAAcZJREFUSIndVdmS3CAMVESIwBJg9P8fG4GPsT079niylYftKmNANM0hJNAtQAfYQJ19kMAl1lbb2Xa8nQUgS02QJCrT0bZvf2FSUrJf+4CUs7WOLNmxXuGVUIPbrnaHOktDm0Dj1lwkDJAja+ZmZ3AlOj5OHc90X8q+w2gcZM43ObVXEwgyQQEJ6sm2EDQIyJ+SK6mHDCWO47hwfGkcbrR2/DR32z96mGoK/RT6aZ1c68V+bnPu4wPO7YV9joFFrkdt0e7z4GR0Qekug+SKK8DE7aJz/qVlUOeYB7UeMzOaU/iZMs5ScbltmrwAyIelw1pMD19WnHjBenBLgcoLpU6rXU+YxxSgDA6i9ihji9Df9rSac3GyUEAMo2DiHozO8fQUL1FvM74Rn3jy/1jWT1Txtb8YTKfDUS597ExF+gOY4ZnD18OnlIgI5IjIg5VPsoEjHrrW/PiI/9yzdRbAnjJbEVQQ87ioaELvILVobjTU4oG1OExj50FL+Ctlv5c1pigtq15V+uStmFWmsUUgrc1lmGUaizDuQdmqQKxlmh1DbZEnWVEFnBxU3EMF6ohPKtzZr1Q+Ab/rCv+iIleB+1tU3sePUvkLtvkjD8xDNvkAAAAASUVORK5CYII=) ![\framebox{lend\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAbBAMAAAFgDlvIAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAANlJREFUKJFj+P//PwM/AwMDf8MFBhD4//8DmGb90MCADH738yE4/0EAoo4BQn0AUw5AisXXZe0FFDkYBQZAu1g+QFkgez80PDn9QEQfwj7A8IHlAkQcST0S+z8CILE/oNiAwuZwANMtYHEImwXCbrGoT1iwBMz2Zjjg8MEBIu4F8sUEFbDeBacsFnzpt0I3kwg2stuQfYCkGLcwUxKSCGMQXPUXZJVfkISZ2xUggl5LkIQ5LjDsYvyj0K8wHUU1942OZiCf3+ErijDrNwYmsHB9gc4TAg6klTAAfBSAWv4zyq0AAAAASUVORK5CYII=) ![\framebox{me\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAbBAMAAAF3LMsBAAAALVBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFQ8PDwwMDAkJCQYGBgMDAwAAACdKurXAAAAAXRSTlMAQObYZgAAAJVJREFUGJVjePfuAQMIvuSE0O/eMQABH4gA8kD4gR8XWIYBLAuRhwOHDQwcarMNkEQewGkkFkdd1wUOZ7CYwwOWCWiycNY7KECwGIgC3Gv9EhougN3t8GBBA5SxAeyTjglPYhqIMwZu6QM0iQeUi1gUwUTkNnO8NuhT6GHggoUDnwPDEyCxpqPDAFUkLoFBgSq24xIBAB4MZYUjgTfcAAAAAElFTkSuQmCC) ![\framebox{your\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC0AAAAbBAMAAAFtECuPAAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAANpJREFUKJFj+P//PwMYCDSAKQifn4Ghbj2EZoBQuz4wsACpDWDefxD4wIAO+F1A5IcD14FGMWHIQsEHNA7TBxejxhZOjnqwDIfABy4WVgYHMIcJh57/CIDCQVFHFJvL4cKGAwdy/R+DxBcwMyR84OcHq7nBFBAAYwsxzDDI7/dPALETEHr5BQiaj+w2fhyhQUVxFRcBFwfGjESIEKOgI1Sc+StDGsNlBu4J/A4M8Qz8CwNg5sSrFLAA4/UDUNyfAUjAxNlfMDCsZuBy4JvIeh5ZnLEBu3usaOcvAIDncugLjhQ7AAAAAElFTkSuQmCC) ![\framebox{ears\weestrut}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAbBAMAAAFk+4v1AAAAMFBMVEWzs7OoqKicnJyQkJCEhIR4eHhsbGxgYGBUVFRISEg8PDwwMDAkJCQYGBgMDAwAAADqWcueAAAAAXRSTlMAQObYZgAAAMhJREFUKJFj+P//PwMIcP5vANP//38A0xzLGFCAf8mHBDjn/3+YNhhgYTjAC6S2aWgwEAk2TuDk+M9SAGIyB/AxOHxQMMGj+j8cfEBiM3yAyfMTwWTW4pLjzm5oADL5GYLmszDcEAAzWflZGED0B8YXfP1aDccViDEMwURyDj+mw/kZqCQq1srA2L2YgUFBmSGiCCYql8DymZVB3oHluwi/ABtM1H9GR2JeEr8DywcGpt5/AlBRnoMMgi+Z14NEGxn0BKjnMiJFAVKsWbIRm0DdAAAAAElFTkSuQmCC)

These tokens are often loosely referred to as terms or words, but it is sometimes important to make a type/token distinction. A *token* is an instance of a sequence of characters in some particular document that are grouped together as a useful semantic unit for processing. A type is the class of all tokens containing the same character sequence. A term is a (perhaps normalized) type that is included in the IR system's dictionary. The set of index terms could be entirely distinct from the tokens, for instance, they could be semantic identifiers in a taxonomy, but in practice in modern IR systems, they are strongly related to the tokens in the document. However, rather than being exactly the tokens that appear in the document, they are usually derived from them by various normalization processes.

Practices

* 1. Sentence Segmentation

Write the following code in Python, run it and discuss the result. Replace the sample text with your own choice and re-run the programme.

from nltk.tokenize import sent\_tokenize

sampleText = "This programme is designed to provide students with knowledge and applied skills in data science, big data analytics and business intelligence. It aims to develop analytical and investigative knowledge and skills using data science tools and techniques, and to enhance data science knowledge and critical interpretation skills. Students will understand the impact of data science upon modern processes and businesses, be able to identify, and implement specific tools, practices, features and techniques to enhance the analysis of data."

Sentences = sent\_tokenize(sampleText)

print("There are ", len(Sentences), "sentences in this text\n")

counter = 0

for sent in Sentences:

counter+=1

print(counter,".",sent,"\n")

* 1. Word tokenization

Write the following code in Python, run it and discuss the result. Replace the sample text with your own choice and re-run the programme.

from nltk.tokenize import word\_tokenize

sampleText = "This programme is designed to provide students with knowledge and applied skills in data science, big data analytics and business intelligence. It aims to develop analytical and investigative knowledge and skills using data science tools and techniques, and to enhance data science knowledge and critical interpretation skills. Students will understand the impact of data science upon modern processes and businesses, be able to identify, and implement specific tools, practices, features and techniques to enhance the analysis of data."

Tokens = word\_tokenize(sampleText)

print("There are ", len(Tokens), "tokens in this text\n")

counter = 0

for w in Tokens:

counter+=1

print(counter,".",w)

*# To print all the tokens*

print(Tokens)

print()

Use nltk.Text() to create a text list from the tokens list.

import nltk

Tokenstext = nltk.Text(Tokens)

print(Tokenstext[0:len(Tokenstext)])

* 1. Accessing Text from the Web

You may be interested in analysing other texts from Project Gutenberg. You can browse the catalogue of 25,000 free online books at <http://www.gutenberg.org/catalog/>, and obtain a URL to an ASCII text file. Although 90% of the texts in Project Gutenberg are in English, it includes material in over 50 other languages, including Catalan, Chinese, Dutch, Finnish, French, German, Italian, Portuguese and Spanish (with more than 100 texts each).

Text number 2554 is an English translation of Crime and Punishment, and we can access it as follows:

from urllib.request import urlopen

from nltk.tokenize import sent\_tokenize, word\_tokenize

url = "http://www.gutenberg.org/files/2554/2554-0.txt"

sampleText = urlopen(url).read().decode('utf8')

len(sampleText)

Repeat Sentence Segmentation and Word tokenization for the above corpora.

* 1. Dealing with HTML

If you can process text on the web in form of HTML document, you can get Python to do the work directly. The first step is the same as before, using urlopen. We pick a BBC News story called “Heart risk link to big families”:

url = "http://news.bbc.co.uk/2/hi/health/2284783.stm"

sampleText = urlopen(url).read().decode('utf8')

Check and discuss the result.

To get text out of HTML we will use a Python library called *BeautifulSoup*, available from the website below:

<http://www.crummy.com/software/BeautifulSoup/>

from bs4 import BeautifulSoup

textTokenx = BeautifulSoup(sampleText).get\_text()

Compare the result with the earlier, and discuss.

* 1. Reading Local Files

In order to read a local file, we need to use Python's built-in open() function, followed by the read() method. Suppose you have a file sample01.txt, you can load its contents like this:

fileHandler = open('sample01.txt')

sampleText = fileHandler.read()

Create a text file using notepad and use the above commands to read the file and process it.

* 1. Removing Stop Words

You may want to remove stop words from the list of tokens. The following code helps to get rid of stop words.

from nltk.tokenize import sent\_tokenize, word\_tokenize

from nltk.corpus import stopwords

fileHandler = open('sample01.txt')

sampleText = fileHandler.read()

Tokens = word\_tokenize(sampleText)

print("There are ", len(Tokens), "words in this text\n")

stopTokens = stopwords.words("english")

filteredTokens = []

for w in Tokens:

if w not in stopTokens :

filteredTokens.append(w)

print("There are ", len(filteredTokens), "words in this text after removing stop words\n")

print(filteredTokens)

Most probably you would also like to strip off punctuation, you can use string.punctuation:

import string

...

stopTokens = stopwords.words("english") + list(string.punctuation)

...

Stop words can be seen via the following codes for all the space delimited languages.

from nltk.corpus import stopwords

stop\_words\_english = set(stopwords.words('english'))

print(stop\_words\_english)

print()

stop\_words\_spanish = set(stopwords.words('spanish'))

print(stop\_words\_spanish)

You can print the entire list of stop words available in ENGLISH as the natural language. Also, can print the frequency of each words in the corpus and possible to print the frequency distribution.

Word cloud can be generated using the wordcloud package from python.

import wordcloud

print("\n", stopTokens)

# word count / bag of words

print(wordtokens.count("skills"))

fdist1 = nltk.FreqDist(filteredTokens)

print("\n",fdist1.most\_common(10))

# Display the generated word cloud

word\_cloud = wordcloud.WordCloud(background\_color='white').generate(text)

plt.figure(figsize = (15, 8), facecolor = None)

plt.imshow(word\_cloud)

plt.axis("off")

plt.tight\_layout(pad = 0)

plt.show()

**Advantages of Word Clouds:**

1. Analysing customer and employee feedback.
2. Identifying new SEO keywords to target.

**Drawbacks of Word Clouds:**

1. Word Clouds are not perfect for every situation.
2. Data should be optimized for context.